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Introduction

® This Tool is a Data Science software develop using python.

® Provides Implementation of Algorithms on one click.

® Provides Preprocessing, Apply algorithm and shows results.

® At this time it can be used for Learning purpose.
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Aim and Objectives

= Aim of this project was to learn and implement
different algorithms from Scratch.

- Provide an Easy use for non-technical person.

°

Learn how to develop end to end Product.



\ Algorithms

¢ Algorithms divided into 3 categories.

O  Association Rule mining
O Classification
O Clustering




Association Rule mining

o Apriori

o FP-Growth



O

O

O

O

Classification

Naive Bayesian classification

Decision Tree

Support Vector Machine

Random Forest



Clustering

o K-Means Clustering
o Mean-Shift Clustering

o Hierarchical Clustering



Dataset's

Some Data Sets which are used while testing and implementations are provided with Tool

Association Datasets
O My Facebook posts data set Generated by my self

O Store/mart tractions data set download from google data set
Classification Datasets

O Leg Before Wicket(LBW) Generated by my self

O Bank Personal Loan Modeling downloaded from Github

—O fiabetes data set downloaded from UCI Repository
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§ Classification — O

Preference Help

Choose File | wograms/python programs/Algorithmic_tool/venv/classification_data_sets/Bank_Perspnal_Lpan_M

No of Atributes 14

- No of Rows 5000

Naive Bayesian Classification 1.0, 250, 1.0, 49.0, 91107

. 2.0, 45.0, 19.0, 340, FO0E
Pecisipn Trees
3.0, 39.0, 150, 131.0, 9472

S‘uppovt Vector Maching 4.0, 35.0, 9.0, 1000, 9431
50, 350, 8.0, 45.0, 91.33C

Randow Forest &0, 370, 13.0, 29.0, 9243

7L, 530, 27.0, T2.0, 9171

- 8.0, 50.0, 24.0, 22.0, 9394

9.0, 35.0, 10.0, 81.0, 9008
- 100, 34.0,. 9.0, 1800, 93C

Accuracy




§f Classification - O >

Preference  Help S

Choose File | wogramws/python prograws/Algerithmic_tool/venv/classification_data_sets/Bank_Personal Loan M -

No of Atributes 1.4

- No of Rows 5000 |

Naive Bayesian Classification 10,250, 1.0, 490, 91307 * )

. 2.0, 450, 19.0, 34.0, 9008 AN
Decision Trees ‘
5.0, 39.0, 150, 11.0, 9473

Support Vector Machine 4o, 350, 9.0, 1000, 9431
5.0, 350, 8.0, 450, 91350

Randowm Forest &0, 370, 1530, 29.0, 9233

TO.530,270. T20, 9171

- 8.0, 50.0, 24.0, 22.0, 9394
9.0, 350, 100, 81.0, 00F
Bpece  Predice s00, 210, 20, 3800, 128
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§ Classification — O >

Preference Help

Choose File | wograms/python programs,/Algorithmic_tool/venv/classification_data_sets/Bank_Personal_Lpan_M

No of Atvibutes 14

- No of Rows 5000

Naive Bayesian Classification 10,250, 1.0, 49.0, 91107 ™

2.0, 45.0, 19.0, 34.0, 9008
3.0, 39.0, 150, 11.0, 9472

Decision Trees

Support Vector Machine 4.0, 350, 9.0, 1000, 9413
50,350, B0, 450, 91.33C

Randow Forest &0, 370, 13.0, 29.0, 9243

70,530,270, T20, 9371
2.0, 500, 24.0, 22.0, 9394
3.0, 350, 100, 81.0, 9008

100, 340, 9.0, 1800, 93C |,
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§F Classification

Preference Help

Chogse File | wograms/python programs/Algovitheic_tool/venv/classification_data_sets/Bank_Perspnal_Lpan M
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No of Atributes 1<

No of Rows 5000

1.0.250, 1.0, 490, 91107 ™
2.0, 450, 19.0, 34.0, 9008
=0, 39.0, 15.0, 11.0, 9473
4.0, 350, 9.0, 100.0, 9411
50,350, 8.0, 450, 91.33C
&0, 370, 130, 29.0, 92332
7.0, 5530, 270, 720, 9173
2.0, 50.0, 240, 22.0, 9594
9.0, 35.0, 10.0, 81.0, 9008
10.0, 34.0, 9.0, 1800, 93C ,
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Data mining is the process of discovering patterns in large data sets involving methods at the intersection of machine
learning, statistics, and databkase systems. Data mining is an interdisciplinary subfield of computer science and
statistics with an overall goal to extract information (with intelligent methods) from a data set and transform the
information into a comprehensible structure for further use. Data mining is the analysis step of the "knowledge
discovery in databases"™ process or KEDD. Aside from the raw analysis step, it also involves database and data management
aspects, data pre-processing, model and inference considerations, interestingness metrics, complexity considerations,
post-processing of discovered structures, wvisualization, and online updating.The term "data mining™ is a misnomer,
because the goal is the extraction of patterns and knowledge from large amounts of data, not the extraction (mining) of
data itself. It also iz a buzzword and is frequently applied to any form of large-scale data or information processing
(collection, exXtraction, warchousing, analysis, and statistics) as well as any application of computer decision support
system, including artificial intelligence (e.g., machine learning) and business intelligence. The book Data mining:
Practical machine learning tools and technigues with Java (which covers mostly machine learning material) was originally
to be named just Practical machine learning, and the term data mining was only added for marketing reasons. O0ften the
more general terms (large scale) data analysis and analytics — or, when referring to actual methods, artificial
intelligence and machine learning — are more appropriate.

The actual data mining task is the semi-automatic or automatic analysis of large guantities of data to extract
previously unknown, interesting patterns such as groups of data records (cluster analysis), umasual records (anomaly
detection), and dependencies [(association rule mining, sequential pattern mining). This usually involves using database
technigues such as spatial indices. These patterns can then ke seen as a kind of summary of the input data, and may be
used in further analysis or, for example, in machine learning and predictive analytics. For example, the data mining
step might identify multiple groups in the data, which can then ke used to obtain more accurate prediction results by a
decizion support system. Neither the data collection, data preparation, nor result interpretation and reporting is part
of the data mining step, but do belong to the overall EDD process as additional steps.

The difference between data analysis and data mining is that data analysis is used to test models and hypotheses on the
dataset, e.g., analyzing the effectiveness of a marketing campaign, regardless of the amount of data; in contrast, data
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Conclusion

From my perspective the only way to understand the
deep concepts and logic of Algorithms is to write a
code of it from Scratch -

This Product is only a prototype, A lot of work is left on it yet.

Thanks
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O https://archive.ics.uci.edu/ml/datasets/ diabétgg | =
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